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Abstract

The response times of the Aanderaa 4330, Aanderaa 4330 WTW, RBRcoda T.ODO|slow, and PyroScience PICO-
02-SUB were evaluated in the laboratory over a range of profiling speeds at two temperatures. The PyroScience
PICO-02-SUB had the fastest response time (1-4 s), followed by the RBRcoda T.ODO|slow (~ 15-35 s), Aanderaa
4330 (~ 30-60s), and Aanderaa 4330W (~ 50-100 s). This study provides recommendations on improving the
quality of oxygen data from optodes in profiling applications by additionally assessing the impact of response time
testing setups, thermal inertia effects, and foil types on sensor response times. This study provides a new response
time function based on physical principles to predict response time for these four optode types.

Oxygen is an important molecule necessary for main-
taining healthy ecosystems both on land and in the ocean. In
the ocean, oxygen measurements have been and continue to
be used to quantify a variety of processes, such as ecosystem
productivity and respiration (Karstensen et al. 2008; Plant
et al. 2016; Yang et al. 2019), ventilation (Koelling et al.
2022), and ocean deoxygenation (Oschlies 2021; Sharp
et al. 2023). The oxygen content of the ocean has been declin-
ing due to climate-related feedbacks (Oschlies 2021; Schmidtko

*Correspondence: erpark@mit.edu; dnicholson@whoi.edu

This is an open access article under the terms of the Creative Commons
Attribution License, which permits use, distribution and reproduction in
any medium, provided the original work is properly cited.

Associate editor: Mike DeGrandpre

Data Availability Statement: Flume response time results, code to pre-
dict response times, and code to response time correct oxygen time series
are available in the GitHub repository (https://github.com/ellenrpark/
optode_response). The Argo data (WMO 690089 and 690090) used in
this study are collected and made freely available by the International
Argo Program and the national programs that contribute to it (https://
argo.ucsd.edu; https://www.ocean-ops.org). The Argo Program is part of
the Global Ocean Observing System. Float data from Gordon
et al. (2020) are available at https://zenodo.org/records/3890240.

652

et al. 2017). This necessitates close monitoring of oxygen levels
in the global ocean. Oxygen is one of the essential ocean vari-
ables recognized by the Global Ocean Observing System, which
requires a measurement accuracy <2 M to sufficiently con-
strain the phenomenon (IOCCP 2017).

Historically, ocean oxygen measurements have been made
through Winkler titrations of water samples (Winkler 1888).
While Winkler oxygen measurements can have a precision
and accuracy of + 0.15 ymol kg ! (Langdon 2010), ship-based
measurements are laborious, costly, limited in both space and
time, and often exhibit a seasonal sampling bias (Riser
et al. 2016). Over recent decades, dissolved oxygen sensing
from autonomous platforms has been dominated by the use of
oxygen optodes, which can have an accuracy of 2uM
(Tengberg et al. 2006), but this depends on the specific optode
type (see Table 1) and can be reduced due to other factors, such
as sensor drift, pressure effects, and the extent of biofouling.

Biogeochemical (BGC)-Argo, a global array of autonomously
drifting profiling floats equipped with a suite of BGC sensors,
has expanded oxygen measurements, in addition to other BGC
measurements, across both space and time (Biogeochemical-
Argo Planning Group 2016; Claustre et al. 2020). This has had a
notable impact on observing the annual cycle in high lati-
tude regions, like the Southern Ocean (Gray et al. 2018), and
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Table 1. Abbreviations for the four different optodes used in this study, along with their foil type, manufacturer reported response

time, and the response time determined in this study.

Manufacturer Manufacturer This study’s
Optode type (abbreviation) Foil material accuracy response time (s) response time (s)
Aanderaa 4330 (AA4330) PreSens PSt3 <2uM < 25% ~ 50-100
Aanderaa 4330W (AA4330|WTW) Xylem WTW FDO 701 < 30% ~ 30-60
RBRcoda T.ODO|slow (RBR|SLOW) PreSens PSt3 Maximum of < 307F ~15-35
2 uMor £+ 1.5%
PyroScience PICO-O2-SUB, PyroScience GmbH +3uM <3st ~1-4

OEM version (PYRO-PICO)

*Aanderaa Data Instruments AS (2024).
TRBR Ltd (2024).
*PyroScience GmbH (2024).

has allowed for the creation of four-dimensional, gridded,
observational BGC products (Sauzede et al. 2016; Sharp
et al. 2023). The success of this float array to produce reliable
and accurate data heavily relies on the proper characteriza-
tion of sensors. A threshold and target accuracy (5 umol kg™,
1 ymol kg~') and precision (2 umol kg~!, 0.5 umol kg~') for
oxygen measurements on this array is defined to meet the
scientific objectives of the array and are also relevant for
other process studies of interest to the scientific community
(Grégoire et al. 2021; Gruber et al. 2010).

Oxygen, which is the most and longest measured BGC param-
eter on the BGC-Argo array (third overall to temperature and
salinity), is measured using optodes. The most common optodes
deployed are the unpumped Aanderaa 3830/4330, which has a
reported accuracy < 2 yM, and the pumped Sea-Bird Electronics
(SBE) 63, which has a reported accuracy of the larger of
3 umol kg~ " or + 2%. These sensors have been well-characterized
with respect to both their temperature and pressure dependence
(Bittig et al. 2015a; Bittig et al. 2018; Miller et al. 2024; Tengberg
et al. 2006), as well as their stability over time (Ren et al. 2023;
Tengberg et al. 2006). Furthermore, since oxygen measurements
from BGC-Argo floats have been made since 2010, a wide array of
in situ calibration methods for these floats have been developed
to correct for storage and sensor drift, such as using climatological
oxygen (Takeshita et al. 2013) or in-air oxygen measurements
(Bittig and Kortzinger 2017; Johnson et al. 2015), which have a
3% and 1% accuracy, respectively. The workflow for processing,
quality-controlling, and reporting errors based on these methods
for float oxygen data is well-documented and currently
implemented across the BGC-Argo array (Thierry et al. 2021).

However, the sensor response time, which is how quickly a
sensor responds to a change in the measured variable, is an
important aspect of sensor characterization that has yet to be
included in this workflow. This is significant as previous studies
have shown that not accounting for this can lead to errors of
10-20 umol kg~ ' or more in regions with strong oxygen gradi-
ents (Bittig and Kortzinger 2017; Cervania and Hamme 2024).
Thankfully, the response time is a factor that can be controlled,
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but it requires careful assessment in the laboratory and must
consider other factors such as sensor orientation, water temper-
ature, and flow speed (Bittig et al. 2014).

For an oxygen optode, the response time depends on the
diffusion of oxygen across a liquid boundary layer that forms
at the sensor face, followed by the diffusion of oxygen into
and through the sensor foil (Bittig et al. 2014). Previous stud-
ies, which examined optode response times both experimen-
tally and theoretically using a two-layer stagnant diffusion
model, found that the response time depends on flow speed,
temperature, and, perhaps, deployment platform, such as on a
float or glider, as this can affect the local flow regime (Bittig
et al. 2014; Bittig and Kortzinger 2017). Specifically, the
response time is faster at both higher flow speeds because
the boundary layer is thinner and warmer temperatures
because the rates of diffusion are faster. These previous studies
also found that the boundary layer thickness is independent
of temperature and depends only on flow speed for a given
deployment platform, requiring that a velocity-boundary layer
relationship must be determined for each deployment plat-
form (Bittig et al. 2014; Bittig and Kortzinger 2017). However,
the principles of fluid mechanics and mass transfer dictate
that this boundary layer is not, in fact, independent of tem-
perature, suggesting additional research is needed to reconcile
these differences (Welty et al. 2014).

Careful characterization of the flow speed and temperature
dependence of an optode’s response time is important for
BGC-Argo float applications, as floats profile at ~ 10 cm s™*
over a wide range of temperatures. The oxygen optodes used
on this array typically have a slow response (~ 30-80 s; Bittig
et al. 2014) that, if not accounted for, can result in a measure-
ment bias that is correlated with the oxygen gradient (Bittig
et al. 2014; Bittig and Kortzinger 2017; Cervania and Hamme
2024), as demonstrated in Fig. 1, which shows idealized
response time errors using a fixed response time of 75 s in the
upper 1000 dbar of the ocean along the P18 GO-SHIP line
where there is a strong oxygen gradient and a large oxygen
deficient zone. This measurement error depends on both the
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Fig. 1. (a) GO-SHIP P18 dissolved oxygen section (Rolf Sonnerup 2016). (b) Idealized response time error, using a profiling velocity of 10 cm s'anda
fixed response time of 75 s, defined as the difference between the lagged and true oxygen profiles. White regions are where the absolute value of the dif-
ference is less than or equal to 2 umol kg~'. (c) Response time error vs. local oxygen gradient. (d) Median oxygen profiles from all casts (True, blue) and
idealized lagged profiles (Lagged, orange) north of 10°N (indicated by red box in (a)) with shading denoting 25" and 75™ quantiles in the upper

250 dbar with the response time error profiles in gray.

response time and the local gradient, with the largest errors
occurring when the sensor response time is slow and the oxy-
gen gradient is large (Fig. 1b—d). While in many regions of the
ocean, the response time error is comparable to the sensor
accuracy (< 2 yumol kg ™!, white regions in Fig. 1b), this is not
the case in regions with high vertical gradients in dissolved
oxygen and temperature, such as the thermocline above oxy-
gen deficient zones, where the errors can be far greater than
10 yumol kg~! (Cervania and Hamme 2024). Not accounting
for slow sensor response in these regions can result in artifacts
in annual net community production estimates from float
oxygen at Ocean Station Papa, further highlighting the impor-
tance of accounting for these errors (Plant et al. 2016).

As the BGC-Argo fleet continues to expand to include a
more diverse set of float manufacturers and sensors, ensuring
proper characterization of all BGC sensors is of utmost impor-
tance. This study aims to quantify and assess the impacts of
temperature and flow speed on the dynamic response time of
four different unpumped oxygen optodes (Aanderaa 4330,

654

Aanderaa 4330 WTW, RBRcoda T.ODOJslow, PyroScience PICO-
02-SUB), which are or may become suitable for profiling float
applications. The SBE63 is not considered in this study as its
response time has already been characterized and has less uncer-
tainty because it sits in a pumped flow path (Bittig et al. 2014;
Bittig and Kortzinger 2017). The results from the response time
experiments are used to create an empirical formula to calculate
the response time in the field for each sensor based on a Reynolds-
number-like value. Additionally, the impacts of sensing foils, sensor
geometry, and thermal inertia effects are investigated in this study.

Materials and procedures

Oxygen optode sensing principles and design

Oxygen optodes are designed based on the principles of
measuring luminescence quenching (see Bittig et al. 2018 for a
more in depth explanation). A luminophore is excited by
a specific wavelength of light, and the time it takes for the
luminophore to decay back to its ground state is influenced by
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the presence of oxygen. Specifically, the luminescence lifetime
is reduced by the presence of oxygen. Optodes measure the
phase shift of luminescence lifetime to the frequency of
the modulated excitation light. This phase shift can then be
converted to the partial pressure or concentration of oxygen
via polynomial functions, such as the Stern-Volmer or modi-
fied Stern-Volmer equations (Uchida et al. 2008).

The luminophore, which is often a platinum porphyrin
complex, is fixed in a membrane, which is the main compo-
nent of the sensing foil (Staudinger et al. 2018; Tengberg
et al. 2006). This sensing foil, in addition to the protective foil
coating and sensor geometry, has an impact on the optode’s
response time and stability. The faster response time often
comes at the expense of reduced sensor stability over time, so
slower (typically referred to as standard) and more stable foils
are thus preferred for long-term deployments on autonomous
platforms, like BGC-Argo floats and long-term moorings. The
sensing foils and varying manufacturer reported response
times for the four different optodes (Aanderaa 4330, Aanderaa
4330W, RBRcoda T.ODOJ|slow, PyroScience PICO-O2-SUB) are
listed in Table 1. All optodes, except for the Aanderaa 4330
and RBRcoda T.ODO|slow, use different sensing foils. The
Aanderaa 4330W was chosen because the WTW foil, according
to the manufacturer, has better stability and a lower pressure
effect compared to the PSt3 foil, which has been well-
characterized and widely used in practice until this point. The
RBRcoda T.ODOjslow and Aanderaa 4330 are generally

Sensor bracket
.. and supports
e |

Response time of oxygen optodes

the most widely used in the community. Finally, the Pyro-
Science PICO-O2-SUB was chosen because of its fast response
time (~ 3s) and increased interest in the applications of its
pH optode counterpart, the PICO-PH-SUB (Staudinger
et al. 2018, 2019; Wirth et al. 2024).

The Aanderaa 4330 and RBRcoda T.ODO|slow are reported
to use the same PSt3 foil (PreSens GmbH) (see Table 1). The
newer Aanderaa 4330W has the same sensor geometry but
replaces the PSt3 foil with an in-house FDO701 foil (WTW,
Xylem). Both Aanderaa optodes and the RBR optode have a sen-
sor face that is angled at 45° to reduce the formation of
a stagnation point during profiling and to avoid water droplets on
the sensing foil during in-air calibration. The PyroScience PICO-
02-SUB with the OXCAP-SUB sensor cap does not have this 45°
angle. Instead, the sensor face is flat with a protective guard.

Flume response time characterization

The response times of four different commercial oxygen
optodes were determined over a range of flow speeds
corresponding to profiling float speeds at two different tem-
peratures at the Aquatron Laboratory’s flume tank at
Dalhousie University in Halifax, Nova Scotia, Canada. Figure 2
shows the setup used for these experiments. The flume tank is
approximately 50 cm wide x 50 cm tall and roughly 8 m long
and was selected to emulate a profiling float traveling verti-
cally through the water column. Flow speed and recirculation
of water within the flume are controlled by a turbine. Baffling

Fig. 2. (a) Flume experimental response time setup with key components labeled. Insets show close ups of other key components of setup. (b) Suite of
optodes on support structure mounted in the flume. (c) Suite of optodes on support structure equilibrating in the calibration bench’s temperature-
controlled jacketed water tank. (d) Suite of optodes on support structure equilibrating in calibration bench’s temperature-controlled jacketed water tank
with caps on. See Supporting Information Fig. S2 for an additional sketch of the flume setup.
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at the upstream inlet of the flume is designed to produce laminar
flow at constant velocity through the core of the flume. All sen-
sors were kept approximately ~ 10-15 cm away from bottom and
side boundaries (see Supporting Information Fig. S2 for additional
schematic of the setup). This saltwater flume was previously used
to characterize dynamic errors in CTDs (Dever et al. 2022).

The flume was filled with seawater from the Northwest Arm
of Halifax Harbor (temperature: ~ 6°C, salinity: ~ 30, oxygen
saturation ~ 100%). A Nortek Vector current velocimeter was
installed upstream of the sensors to measure in situ velocity, and
at least one reference CTD (RBRconcerto®) was placed downstream
to measure the in situ temperature and salinity of the tank
throughout the duration of the experiment. While there
appeared to be no issues with the Nortek during the experi-
ments, the recorded data was unfortunately corrupted and
unusable. As a result, velocity was then determined from a previ-
ously collected dataset relating turbine power (in %) to flow
velocities measured by a Nortek Vector in the same tank without
any changes to the setup (see Supporting Information Fig. S1).

Duplicates of each optode type were used, so a total of eight
optodes were used in this experiment. All optodes sampled at
1 Hz, except for the PYRO-PICO, which sampled at approxi-
mately 4 Hz on account of the sensor’s fast response time. For
all optodes, except the PYRO-PICO, power was supplied using
an external power supply. These data were transmitted via
RS232 serial communication connectors. For the PYRO-PICO, a
custom data logger was built to program and acquire data from
the optode via the PyroScience UART protocol. The data logger,
which was controlled primarily by a SparkFun Thing Plus
SAMDS1 microcontroller and programmed in CircuitPython,
transmitted the data via USB. The data logger and sensors were
incorporated in a Blue Robotics watertight enclosure, as the
PICO-O2-SUB is not a stand-alone waterproof device. The
PICO-0O2-SUB consists of the Pico-O2 OEM, which is enclosed
in the housing with the custom data logger, and an optical
feed-through SUB connector, which threads through the hous-
ing cap, that connects to the OXCAP-SUB sensor cap on the
waterside of the enclosure. Data acquisition from all optodes
was done centrally on a laptop using Node-RED, which is a
browser-based flow editor. All data were synchronized and time-
stamped in Unix time based on the laptop’s clock.

The sensor response times were tested at cool and warm
temperatures (~ 8°C and 16°C, respectively) in the test tank
over six different flow speeds, ranging between 5 and
25 cm s™!, with replicate runs performed at a minimum of
three flow speeds for each temperature.

The flume tank did not have any temperature control. For
the warm temperature experiments, the water in the flume
was allowed to equilibrate to room temperature for a few days
prior to the experiments. For the cool temperature experi-
ments, the tank was emptied and refilled with water from the
Arm. The exact temperature of the tank was monitored, and
the tank was periodically partially drained, refilled, and mixed
to keep the temperature for these experiments within 8 + 1°C.
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The response time symmetry was evaluated only at the
warmer temperature, using both a step-up (undersaturated to
saturated) and step-down (oversaturated to saturated) step
changes in oxygen saturation. For all other experiments, the
response time was evaluated using a step-up step change.

All sensors were tested together by attaching them to a sup-
port structure shown in Fig. 2b. The support structure was
designed so that it could be mounted in the tank, using
brackets connected to the sides of the tank. Sensors were posi-
tioned on the support structure so that all sensor faces were
aligned, but without creating flow distortion for the other
Sensors.

The sensors were allowed to equilibrate for 10-15 min in a
temperature-controlled calibration tank in Fig. 2¢, d that was
filled with the same source water as the flume tank. Operated
by the CERC.Ocean Laboratory at Dalhousie University, this
gas calibration setup (bench) allows for an automated multi-
point calibration of up to eight optodes in a range of user-
defined water oxygen saturation and temperature levels. For
this study, the conditions were set to a fixed degree of under-
saturation (~ 70%) or oversaturation (~ 125%), depending on
the experiment, and maintained by the calibration bench pro-
gram by controlling the flow of oxygen and nitrogen gases.
The gases are then mixed and diffused into the water tank
open to the atmosphere. The temperature of the bath, which
controls temperature in the jacketed water tank, was set to
match the temperature of the water in the flume.

After equilibration, customized sensor caps were placed on
the sensors to preserve the degree of under/oversaturation of
the calibration tank, as the sensors were transferred to the
flume tank. The flume tank and the calibration bench were
placed next to each other to ensure the quickest possible
transfer of the optodes to the flume tank. Once in the flume,
the caps were swiftly removed all at once by pulling on a sin-
gle string that connected all caps to initiate a step change in
oxygen saturation. Sensors were then allowed to equilibrate
for another 10-15 min.

The optode response to a change in temperature, so-called
thermal mass, at constant saturation was also evaluated. In
this case, both the calibration tank and the flume were at
100% oxygen saturation. The flume was kept at room temper-
ature (~ 16°C) and the calibration bath was kept at a cold tem-
perature (~ 6°C). Caps were not used during this experiment,
as the oxygen saturation was assumed to be constant. Addi-
tionally, in a separate experiment, the PSt3 foils were swapped
between an Aanderaa 4330 and RBRcoda T.ODO|slow to assess
if the foils were indeed the same and to investigate the effect
of sensor geometry on the sensor response. The response time
of these swapped foil optodes was assessed over the range of
flow speeds at the cool temperature (~ 8°C).

Lab-bench response time characterization
The response time of the suite of optodes could only be
evaluated over two temperatures in the flume, as the flume
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has no temperature regulation. To evaluate whether or not the
temperature dependence from the flume dataset could accu-
rately be extrapolated, a lab-bench response time experimental
setup was designed to evaluate the response time of an
Aanderaa 4831 optode, which is the same as the Aanderaa
4330 just with a different connector, over a range of tempera-
tures from 5°C to 30°C with a 15°C step at a range of flow
speeds. Triplicate measurements were made at each tempera-
ture at a fixed flow speed estimated to be 17 cm s~ .

The lab-bench setup in Fig. 3 consisted of two water baths
and a flowthrough housing. The first water bath was an insu-
lated temperature-controlled tank, and the second was a
smaller plastic container stacked inside a larger one. Water
from the temperature-controlled tank was pumped into and
out of the space between the two stacked containers to make
the temperature of the water inside the smaller container the
same as that in the tank.

The flowthrough housing consisted of a 2-inch diameter
Tee Polyvinyl chloride (PVC) fitting with the Aanderaa 4831
optode attached to an end cap that had a sub-connector bulk-
head connector. This end cap was placed at one of the “long”
ends of the Tee PVC fitting such that it was centered facing
the “stem” of the Tee, as illustrated in Fig. 3. End caps with
3/4-inch hose barbs were fixed at the other ends of the PVC
fitting. The PVC fitting was oriented so water could flow along
the “long” end of the Tee and exit out the “stem” at the top.
This orientation was chosen to try to minimize the presence
of bubbles. The flowthrough housing was connected to the
tank and the small container with 34-inch plastic tubing and a
Y-valve, so water from the tank or the small container could
be pumped into the housing.

For a given temperature, the tank was allowed to equilibrate
with the atmosphere so that the oxygen saturation was 100%.
When the small container reached the temperature of the

N,
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tank, the water in the small container was bubbled with nitro-
gen gas until the reference optode placed in this tank was near
0% saturation and stable. When the system equilibrated, the
100% saturated water was pumped through the housing for 5-
10 min until the Aanderaa 4831 readings were stable. To cre-
ate a step change, the tank-side Y-valve was closed and the
container-side Y-valve was opened, so 0% oxygen water was
flowing through the housing. Data was collected for approxi-
mately 10 min. The volumetric flow rate was measured by
manually timing the collection of outflow.

Response time quantification

The response time was quantified by assuming the optode
has a first-order exponential response to a step-change, which
previous studies have shown is valid (Bittig et al. 2014) (Eq. 1).

y=Ax (1= +y, (1)
where A is the amplitude of the response, ty is the time the
step change was initiated, 7 is the 63% time constant, and y,
is the offset or the initial sensor value prior to the step change.
For the purpose of this paper, sensor’s response time is defined
as —the 63% time constant.

The response time was determined by fitting both the
optode phase measurements and oxygen saturation/concen-
tration. Using the phase, which is the raw sensor measure-
ment, best captures the inherent response time of the foil,
while oxygen saturation/concentration depends on other sen-
sor measurements, such as temperature from a thermistor,
that have their own response time that could contaminate the
optode response. But, in some practical applications, such as
using BGC-Argo data, only oxygen saturation/concentration
measurements are sufficiently available for response time

Fig. 3. Schematic of the lab-bench response time experimental setup. Light blue is 100% oxygen-saturated water. Light orange is near 0% oxygen-
saturated water, which is achieved by bubbling nitrogen gas. Schematic is not to scale.
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corrections to end users, as not all the calibration coefficients
are consistently available to recalculate these values from
phase measurements.

Ultimately, the response time determined from phase is dif-
ferent and faster than the response time determined from oxy-
gen saturation/concentration (see Supporting Information
Fig. S3). As a result, the response time was determined for both
phase and oxygen saturation/concentration, and results will
be made available for both methods. However, for this paper,
only results determining the response time from oxygen con-
centration, with the exception of the PyroScience PICO-0O2,
will be shown, as this makes comparison with previous studies
easier. For the PyroScience, phase was used, as all the equa-
tions and equation coefficients to convert phase to oxygen
units were unknown.

The value of ty, was determined manually from visual
inspection of the time series, and then the sensor data were fit
to Eq. 1 using scipy’s curve_fit and the Levenberg-Marquardt
optimization algorithm to determine the values of A and y,,.
These values of A and y, were then used to normalize the data.
The normalized data were fit to the linearized and normalized
Eq. 1 (see Eq. 2) using statsmodels’ ordinary least squares
regression to determine the response time, z, from the slope.

1

ln(l _ynorm) = _;t

(2)
where y, . is the normalized sensor response.

The ordinary least squares fit was done excluding the first
20% and the last 15% of sensor response, that is, where 0.2 <
Voorm <0.85, shown as the shaded gray region in Fig. 4. The
fitting window shifts depending on the response time, so, in
time units, this corresponds to ~ 0.2z — 1.90t. This range was

Response time of oxygen optodes

chosen to reduce the fit sensitivity to the beginning of the
time series, which exhibited flow disturbance from the cap
removal.

Data quality control

The flume response time data underwent a two-step quality
control procedure, as preliminary analysis revealed clear out-
liers within the dataset. The first step was flagging data from
trials that had noted errors, such as the cap was not properly
removed, the optode moved out of the structure, or the
optode had clearly irregular response shapes, such as those
with leaking caps or bubbles on the sensor interface. The sec-
ond step was flagging statistical outliers. It was assumed that
the response time was linearly proportional to the inverse of
flow speed at a fixed temperature, as this was found experi-
mentally in (Bittig et al. 2014). The response time for each
optode type at a given temperature was linearly fit based on
this assumption. Data points that fell outside the 95% confi-
dence intervals were flagged. All data that were flagged were
not included in further analysis, resulting in approximately
50 good response times for each optode type (see Supporting
Information Fig. S4).

Empirical response time relationship

Previous studies used a two-layer stagnant diffusion model
to determine response time based on a stagnant boundary
layer thickness and temperature (Bittig et al. 2014; Bittig and
Kortzinger 2017). However, while this model was used to cor-
rect BGC-Argo float oxygen profiles in the field, there are some
caveats and limitations to this method. First, it requires that a
velocity-boundary layer relationship is determined for each
desired application, and therefore, it cannot easily be applied
to new platforms. Second, it assumes that this boundary layer

AA4330[WTW
T
E(a) ; 0.04{(P)
0.81 #
§ 06 T : . ‘ g 0 00 | o .
= 041 E s g
! X 002 - (
0.2 1 :
. T:39.5+1.3s —0.041
0 50 100 0 50 100
Time (s) Time (s)

Figure 4. (a) Normalized response, y,,.m, for an Aanderaa 4330W (AA4330/WTW) for four dunks (2 step down [yellow], 2 step up [blue]) at room tem-
perature (~16°C) at the same flow speed (~25cm s~1) with Ynorm Calculated using the mean response time from these four dunks (white dashed line).
Shaded gray region is the mean linear fit regime, and the black dashed line is the idealized response. (b) Error of the linear defined as the difference

between normalized response and predicted response, y 4.
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depends only on velocity, orientation, etc. and is indepen-
dent of temperature. However, based on fluid mechanics,
this assumption is invalid, and it was not consistent with
results observed in the flume for the same Aanderaa 4330
optode, because Fig. 5b shows a temperature-dependent
boundary layer when inferring the boundary layer thickness
from the temperature and response time. As a result, an
empirical formula based on a Reynolds-like number is
proposed.

In fluid transport, there is the transport of momentum,
heat, and mass, and each property has its own respective
boundary layers (e.g., hydrodynamic, thermal, and mass con-
centration) that can be explicitly solved for or approximated
based on the properties, both temperature dependent and
independent, and the geometry of the system (Schlichting
and Gersten 2017; Welty et al. 2014). For example, for laminar
flow over a flat plate, the Blasius solution yields a hydrody-
namic boundary layer thickness that scales with the local
Reynolds number:

5 5 5
VB VRe ¥

where 6 is the hydrodynamic boundary layer thickness, x is
the distance from the leading edge of the plate, v is the flow
rate infinitely far away from the surface of the plate, v is the
kinematic viscosity of the fluid, which is a function of both
temperature and salinity, and Re, is the local Reynolds
number.

While an optode is more of a wedge than a flat plate, per-
haps making the Falkner-Skan solution more appropriate,
Eq. 3 can still be used as a scaling argument to estimate how
characteristic diffusion time scales with properties of the flow,
assuming that diffusion across the mass concentration bound-
ary layer is the dominant control on the response time (see
Eq. 4) (Schlichting and Gersten 2017):

Response time of oxygen optodes

T=svo (4)

As a result, this study proposes an empirical formula (see
Eq. 5) based on this scaling argument. This form preserves the
inversely proportional relationship between response time
and flow speed at a fixed temperature and the inversely pro-
portional relationship between response time and temperature
at a fixed flow speed:

__F
gy

Q)

T

where F is a foil-dependent parameter, and b, is a flow-speed-
dependent parameter. While the distance from the leading
edge of boundary layer development, x, is unknown, it is
assumed to be constant for each optode type, and it therefore
becomes included in the values of F and b,,.

This empirical formula has only two free parameters. The
parameter b, was included so the response time approaches a
finite limit of F/b, as the flow speed approaches zero. How-
ever, as the flow speed approaches infinity, meaning diffusion
across the foil is the only process controlling the response
time, the response time approaches zero. While diffusion
across the foil is not instantaneous, it is fast compared to the
measured response time over practical flow speeds, which is
exemplified in both this and the previous studies (Bittig
et al. 2014). Furthermore, as the application of this formula is
for a range of slower flow speeds, the zero response time limit
at infinite flow speed is acceptable.

Response time corrections

If the response time is known, the optode time series can
be corrected for the measurement lag, following the previously
outlined methods of (Bittig et al. 2014; Gordon et al. 2020)
(see Eq. 6)

0 /\@ @ rume E 150\ (b) 707(c) s
i ____ BI7 Py 8o
(8°C) S 1251 60
] — BI7 S $ S
el aco) | 2 P o
© ° &= 100 4 2 50 A ‘ °
5 (]
o o ’ ~
oi$ L ¥
. & P 404 ;0
MR | 5 $ 8o ve
! ° g 501 s § O3
2 H 301
T T m T T T
10 20 10 20 1 2
Flow Speed (cm/s) Flow Speed (cm/s) viv  le=T7

Fig. 5. (a) Response times, 7, for the Aanderaa 4330 (AA4330) optodes from the flume experiments (circles) compared to those predicted by the two-
layer model for a profiling float at the same flow speeds and temperatures (lines). (b) Boundary layer thickness predicted from the float velocity-boundary
layer relationship (Bittig and Kortzinger 2017) (line) compared to inferring the thickness from the two-layer model table using the flume response times
and temperature (circles). (c) = plotted vs. the ratio of viscosity, v, to velocity, v.
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corr. (¢, corr. (¢ 1 ) ,
C ( t+1)2+C ( l) :%(C(’b‘s(tnl) _alcobS(ti))

(6)

where ¢ is the corrected optode time series, ¢® is the
observed optode time series, and a and b are coefficients
described by Eqs. 7 and 8.

a=1-2b

-1
T
b=(1 +z—)
( tiv1—ti

This method, which requires no initial conditions, is a
mean filter correction, and the correction from the mean time
can be linearly interpolated back to the original measurement
time step.

To evaluate the performance of response time correc-
tions in the field, profiling floats equipped with Aanderaa
4330 optodes that have reference oxygen profiles from pre-
vious studies were used. In (Bittig and Kortzinger 2017),
two BGC-Argo Navis floats (WMO 690089 and 690090)
equipped with both an Aanderaa 4330 and a SBE63 optodes
were used. As the response time of the SBE63 was previ-
ously characterized in (Bittig et al. 2014; Bittig and
Kortzinger 2017), the SBE63 oxygen profiles were response
time corrected using the response times from the look-up
table and pumped flow-speed-boundary layer thickness rela-
tionship (eq. A4 from Bittig and Kértzinger 2017, with V=
600mLmin~') and Eq. 6. The response time corrected SBE63
profiles were taken as the reference oxygen profiles. In
(Gordon et al. 2020), 10 ElectroMagnetic-Autonomous
Profiling EXplorer (EM-APEX) floats equipped with an
Aanderaa 4330 optode rapidly profiled, measuring both the
upcast and the downcast. Profiles were response time
corrected using the response time that minimized the error
between the upcasts and downcasts. These profiles, provided
in the paper’s published dataset, were taken as the reference
oxygen profiles.

The raw Aanderaa 4330 optodes were taken as the observed
time series (c°”) and were response time corrected using Eq. 6
to obtain a corrected optode time series (¢<). This correction
was done using the response times from both the empirical
response time function from this study (Park) and the two-
layer model look-up table (B17) (Bittig and Kortzinger 2017).
The root-mean-squared error (RMSE) and mean absolute error
between the reference oxygen profiles and the response time
corrected Aanderaa 4330 profiles from Bittig and Kortzinger
(2017) and gain-corrected Aanderaa 4330 profiles (Gordon
et al. 2020) were calculated.

(7)
(8)

Assessment

Flume response time characterization
Figure 4 highlights how the flume experiments proved to
be a robust way to evaluate response times as the standard
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Table 2. Mean standard deviation of the response times (in sec-
onds) from flume replicates for individual optodes (Asset 1 and 2)
and between two assets for each optode type (1 + 2).

Mean standard deviation of response times (s)

AA4330|WTW  AA4330 RBR|SLOW PYRO-PICO
Asset 1 1.8 0.80 1.3 0.42
Asset 2 3.5 1.1 0.59 0.48
1+2 5.0 2.7 1.6 0.34

deviation was low (~ 1-3 s) between replicate trials for indi-
vidual sensors (see Table 2). Additionally, for each optode type,
the computed response time for the two assets of that type
had a low standard deviation across all trials, with the excep-
tion of the AA4330|WTW (see Table 2). For the AA4330|WTW,
both assets agreed well at 16°C but not at 8°C, as one asset
showed a temperature-dependent response time behavior,
while the other did not (see Supporting Information Fig. S5). It
is not clear why this was the case.

Additionally, as the R* and RMSEs in Table 3 show the
assumption that the optode has a first-order exponential
response to a step change was valid, and the proposed expo-
nential function fit well. Furthermore, the assumption of a
single time constant can be assessed by comparing the time it
takes for the sensor to reach 90% (tyg) or 95% (t9s) to 63%
(te3) of its normalized response. If the optode truly has
a first-order exponential response with one time constant, z,
the ratios of these values should be 2.3 and 3.0, respectively.
From these ratios of time constants in Table 3, it appears
that the RBRISLOW may have a slower, secondary response,
but all other optodes types exhibit a first-order exponential
response.

An important caveat noted after data collection was the fact
that the cap removal process did appear to temporarily cause
flow disturbance, which artificially increased the turbulence at
the sensor’s foil and temporarily reduced the response time.
However, the restoration of normal flow was observed after
this disturbance, and fitting the response time over 20-85% of
the sensors’ response allowed a consistent response time, as
exemplified in Fig. 4 and Table 2, to be determined.

All optode types showed a symmetric response at room
temperature, meaning the response time was the same for
both an increase and decrease in oxygen saturation, as illus-
trated in Fig. 4 with duplicate step up and down dunks at the
25cm s and 16°C (see Supporting Information Fig. S6 for
results from other optodes). Figure 6 shows that all optodes in
this study have an inverse relationship between response time
and both flow speed and temperature. These results are consis-
tent with previous studies, as higher flow speeds result in thin-
ner fluid boundary layers and, therefore, a larger oxygen
gradient immediately at the sensor interface, while higher
temperatures result in higher rates of diffusion of oxygen to
the sensor interface (Bittig et al. 2014).
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Table 3. Median values of different metrics for response time
fits. R? is the R values (unitless) from the ordinary least squares
fit. The root-mean-squared error (RMSE) is using the final values
of A, z, and b (units: umol kg_1, except for PYRO-PICO which is in
degrees). too/ts3 and tos/ts3 is the ratio of the time it takes the
sensor to reach 90%, tso, and 95%, tys, of its response to the
time it takes the sensor to reach 63% of its response, ts3, respec-
tively. If the response is an ideal, first-order exponential response,
the tgo/t53:2.3 and t95/t63 =3.0.

Median fit values

AA4330|WTW AA4330 RBR|SLOW PYRO-PICO

R? 1.00 1.00 0.999 0.997

RMSE 0.32 0.39 0.59 0.0087°
(umol kg™")

too/te3 2.31 2.31 24 23

tos/te3 3.04 3.07 3.25 3.1

The optodes tested had a wide range of response times,
summarized in Table 1 and shown in Fig. 6, with the follow-
ing ranking from fastest to slowest: PYRO-PICO, RBR|SLOW,

Response time of oxygen optodes

AA4330, AA4330/WTW. The PYRO-PICO and RBR|SLOW
response times are consistent with the manufacturer reported
response time of < 3 s and < 30 s, respectively. However, for
both the AA4330 and AA4330|WTW, the measured response
times are greater than the manufacturer reported
response times over the range of flow speeds tested (see
Table 1).

Lab-bench response time characterization

The goal of these experiments was to determine the
response time of an Aanderaa optode across a range of oceano-
graphically relevant temperatures at different flow speeds.
However, while conducting these experiments, it became clear
that the measured response times were faster than expected
when calculating flow speed from the volumetric flow rate
and cross-sectional area of the pipe. As a result, these data
could not be directly compared to the results from the flume.
However, they could be used to better understand and assess
the strengths and limitations of testing setups on
response time.

The lab-bench experiment utilized a blind tee, where the
fluid entering the system is forced to bend and leave through

@) ——  AA4330[WTW (16°C)
———= AA4330|WTW (8°C)
N —— AA4330
\\ —— RBRISLOW
L% PYRO-PICO

° 16°C e 8°C
AA4330[WTW
100 (a) RMSE: 7.7‘% [
» < ]
H 50 4
80 A
" AA4330
(b) RMSE: 3. L)
3 50
~
25 4 _
RBR|SLOW \E/
(C)RMSE: 193 ®
30 )
\f/ [ ]
~ 20 -
[ ]
10 . .
PYRO-PICO
4 J()RMSE: 053 ™
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@ mfe a
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viv le—5
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Fig. 6. (a-d) Response time, 7, by optode sensor type vs. the ratio of viscosity, v, to velocity, v, at 16°C (red) and 8°C (blue). Marker shape (circle,
square) denote individual sensors. Solid lines are the empirical fit with the reported fit RMSE in seconds. Shaded region is plus/minus one standard devia-
tion of the fit parameters. (e) Response time, z, empirical fits by optode sensor type vs. inverse flow speed. Line style indicates temperature (solid: 16°C,
dashed: 8°C). Shaded region is plus/minus one standard deviation of the fit parameters.
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an outlet perpendicular to the inlet flow, illustrated in Fig. 3.
This setup results in fluid dynamics that are different from
both the flume and a profiling float, where the flow is not nec-
essarily along the same axis that the sensor is oriented. In a
blind tee, there is a pressure drop around the inside of the
bend, causing the flow to accelerate, and on the outside of
the bend, there is an adverse pressure gradient, causing the
flow to decelerate (Han et al. 2022). This results in a shifting
of the maximum velocity off the centerline, causing the flow
to split, sending some flow to recirculate in the blind tee. A
number of computational fluid dynamic studies have modeled
the flow in a blind tee configuration to analyze mixing within
the blind tee (Han et al. 2022, 2024; Lan et al. 2022). While
these simulations do not analyze flow with an object in this
system, the results show how the flow speed varies within the
region where the sensor was located. Additionally, the fluid
flow was not fully developed in these experiments as the sen-
sor position from the inlet was much less than the hydrody-
namic entrance length. These two factors likely contribute to
why the speed dependence of the lab-bench response experi-
ments could not be compared with the flume-based results.
While this setup could not be used to replicate comparable
results to those observed in the flume, it could, however, be
used to assess the optode’s fastest response time. While most
of the response times were determined at flow rates less than
2.5 L min~!, data were collected at higher flow rates, resulting
in response times ranging from 11 to 14 s. Figure 7 shows the
minimum response time for the Aanderaa 4831, or more spe-
cifically the Pst3 foil used in both the Aanderaa 4330 and
4831, determined by fitting these data to the inverse of volu-
metric flow rate, and is estimated to be 8s. For the same
optode tested in a flow-through setup (Bittig et al. 2014) found
minimum response times ranging from 4 to 8s. If stronger

Lab Pumped Flow Through
30
—— T=4253/V+847

25
g
205
2@ E
Q
15 %
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T T 5
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V (L/min)

Fig. 7. Response time, 7, for the Aanderaa 4831 vs. volumetric flow rate,
V, color-coded with temperature.
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pumps were used in this setup, it is likely that these faster
response times could have been achieved.

These fast response times at high flow speeds represent the
case when the boundary layer is small and diffusion of oxygen
across the sensing foil is the only process affecting the
response time. These results support the assumption that dif-
fusion of oxygen across the boundary layer is the dominant
process affecting the response time, as the measured response
times were at least 3 times larger than the response times of
this limiting case.

Assessment of the empirical response time relationship

The empirical formula described by Eq. 5 fits the flume
response time data reasonably well because the RMSEs of the
fits reported in Fig. 6 were comparable to the replicate mean
standard deviations in Table 2. Using the ratio of viscosity to
flow speed as the predictor overall did a good job of capturing
both the flow speed and temperature dependence of the
response time. What is particularly interesting is that the tem-
perature dependence of viscosity seems to explain the temper-
ature dependence of the response time perfectly across all
optode types, as the warm and cold response times are indis-
tinguishable in Figs. 5¢ and 6a-d. What this likely means is
that the temperature dependence of the boundary layer thick-
ness controls the response time instead of the temperature
dependence of diffusion of oxygen in both the boundary layer
and foil.

While the response times from this study’s lab experiments
could not be used to evaluate the performance of the formula
over a wider range of temperatures, the predicted response
times from this formula for the AA4330 were compared to
those determined from experiments 1-4 from Bittig et al.
(2014), which spanned from ~ 0°C to 30°C, and there was
good agreement (RMSE: 4.9s, see Supporting Information
Fig. §7).

The benefit of this empirical formula is that it allows for
not only the response time to quickly be calculated from tem-
perature, salinity (as both determine viscosity), and velocity,
but also for an easy comparison of response time behaviors
between optode types. However, because this is an empirical
formula, the exact meaning of each fit parameter in Eq. 5 does
not clearly link to a physical quality or process. However,
based on the values of the fit parameters F and b, reported in
Fig. 8, it appears that perhaps F is related to the foil properties
or sensor response time, and b, is related to the flow speed
and geometry dependence of the response time.

The value of F is related to the magnitude of the response
time and seems to reflect the inherent response time charac-
teristics of the foil. The ranked values of F from highest to
lowest in Fig. 8 correspond with the ranked optode response
times from slowest to fastest. Therefore, it is believed that the
larger the value of F, the slower the response time.

Mathematically, the value of b, determines the linearity or
nonlinearity of the flow speed dependence at a fixed
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Fig. 8. Fit parameters (a) F and (b) b, from Eq. 5 for each optode type. Error bars are one standard error of the fit parameters.

temperature (see Eq. 5). When b, equals O, the flow speed
dependence is perfectly linear. Figure 8 shows that the PICO-
02 has the most linear flow speed dependence, while the
RBR|SLOW has the most nonlinear flow speed dependence.
The value of b, may potentially be related to the sensor geom-
etry, as the two Aanderaa optodes have nearly identical b,
values. However, it is important to recall that b, was included
in this form to have a finite response in the limit as flow speed
goes towards zero. Furthermore, these values, demonstrated by
overlapping error bars in Fig. 8, are not statistically signifi-
cantly different, so these interpretations are only speculative.

These empirical formulas were then applied to a range of
oceanographic temperatures and profiling speeds to recreate
the response time contours, similar to those provided in
(Bittig et al. 2014; Bittig and Kortzinger 2017) for a profiling
float in Fig. 9. These contours are smooth with a finite limit as
flow speed approaches zero.

Evaluating response time on BGC-Argo floats

To assess the performance of estimating the response time
in the field, the predicted response times from this study were
used to correct oxygen profiles from a total of 12 different pro-
filing floats equipped with the AA4330 optodes listed in
Table 4. These results were compared to the reference oxygen
profiles for each float. There were no other data sets available to
assess the field performance of this empirical formula for the
other optode types (AA4330|WTW, RBR|SLOW, PYRO-PICO).

For the two BGC-Argo profiling floats (WMO 6900889 and
6900890), the reference oxygen profile was the response time
corrected SBE63 optode (Bittig and Kortzinger 2017). These
floats profiled at approximately 10cms . As shown in
Fig. 10c, g and summarized in Table 4, the response times
predicted by this study for these floats (~ 50s) were faster
than those predicted by the two-layer model (~ 70s). The
two-layer model response times reportedly did a better job cor-
recting the AA4330 profile to match the SBE63 oxygen
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profiles, as the calculated RMSEs and mean absolute error were
lower using these values.

For the 10 other profiling floats, the reference oxygen pro-
file was the response time corrected profile found by minimiz-
ing the errors between the upcast and downcast profiles
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Fig. 9. Response time, 7, as a function of temperature and flow speed for
four different optode types: Aanderaa 4330W (AA4330|WTW), Aanderaa
4330, and RBRcoda T.ODOlslow (RBR|SLOW), and PyroScience PICO-
02-SUB (PYRO-PICO). Temperatures range from —2°C to 38°C, and
velocities range from 3 to 25 cm s~ with salinity = 35.
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Response time of oxygen optodes

Table 4. Response time correction statistics for 12 profiling floats. The median response time, 7, and standard deviation, ¢, for all float
profiles using this study’s (Park) and the Bittig response times. The median root-mean-squared error (RMSE) and mean absolute error
(MAE) was also calculated between the time-lagged reference oxygen profile and the observed Aanderaa 4330 optode profiles. Shaded
cells indicate where using Bittig response times resulted in the same or better performance statistics compared to this using this study’s

response times.

Park Bittig
7(s) o(s) RMSE (@umolkg™ ') MAE (umolkg™") () o(s) RMSE (umolkg™")  MAE (umol kg™ ")

6900889 52 6.1 4.34 1.91 71.1 8.5 4.04 1.64
6900890 521 6.5 3.47 2.13 71.4 8.8 2.75 1.85
7939 41.1 3.9 1.42 0.85 67.3 6.9 0.7 0.4

7940 45.9 3.8 1.23 0.61 69.2 7.2 0.5 0.23
7941 45.3 4.3 1.27 0.65 67.9 7.4 0.54 0.26
7942 439 4.9 1.3 0.72 67.1 7.4 0.56 0.29
7943 45.7 4.7 1.55 0.82 68.5 7.5 0.8 0.41
7944 46.3 3.9 1.32 0.7 69.3 7.3 0.63 0.32
7945 49.2 22.6 0.99 0.48 72.9 19.4 0.59 0.31
f8081 39 5 1.14 0.7 66.5 7.5 0.41 0.24
8082 45.5 3.9 1.4 0.73 69 7.3 0.68 0.34
f8083 40.6 4.9 1.28 0.76 66.9 7.5 0.55 0.29

(Gordon et al. 2020). These floats profiled at approximately
12 cm s~ ', Again, the Bittig response times (~ 67-70's) did a
better job correcting the AA4330 profile to match the reference
oxygen profiles, as shown in Fig. 10h. This is not surprising as
the response time that minimized the errors between the upcast
and the downcast was in good agreement to those predicted
using the Bittig two-layer model (Gordon et al. 2020).

While for both independent sets of float data the Bittig
two-layer model response times resulted in the best response
time corrections, an important question remains unanswered:
What causes this difference in response time for the same sen-
sor at the same temperature and flow speed? This question is
something that was brought up in the original studies investi-
gating this work, but never explicitly answered (Bittig
et al. 2014; Bittig and Kortzinger 2017). In the original study,
response times estimated from comparing reference CTD oxy-
gen profiles to those on profiling floats (~ 100-200 s) were
much larger than those observed in lab experiments. However,
upon a subsequent study using the dual-optode floats (WMO
6900889 and 6900890) to determine in situ response times, it
was found that the response time was faster (~ 60-100 s), but
little explanation was given for what accounts for why these
response times are still slower than what was observed in lab
experiments.

Here, we would like to speculate as to factors accounting
for these discrepancies, as insufficient field data is currently
available to validate these theories, and recommend further
research to determine the best way to consistently translate
results from the lab into the field.

1. Impacts of float geometry: In the flume, the optodes were
aligned and the first object to disturb the surrounding flow
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field. However, on a float, the geometry of the float cap
results in flow disturbances upstream of the optode posi-
tion. The presence of the antenna and CTD could result in
a wake that leads to flow separation, potentially isolating
the optode from changes in the surrounding flow that
would result in an apparent increase in response time. On
gliders, a computational fluid dynamics study revealed that
the typical optode placement behind the fin was in a lami-
nar wake region, drastically reducing the flow speed at the
sensor position (Moat et al. 2016). As a result, placing
the optode on the tail facing the direction of attack was
found to be better for improving the response time
(Nicholson and Feen 2017).

. Unsteady profiling velocity: While floats ascend at a rela-

tively consistent speed, there is variation in the float veloc-
ity due to the buoyancy control (see Fig. 10). As a result,
the float is constantly accelerating and decelerating. This
process can result in changes in boundary layer and wake/
flow separation, potentially resulting in an increase in
response time. Accelerating flow tends to result in a thinner
boundary layer, while deceleration results in a thicker one
(Lautrup 2011). The flume experiments were conducted
with steady flow and minimal acceleration.

. Uncertainties with estimating response times from upcast

and downcasts: In the case of (Gordon et al. 2020),
response times were determined by finding the one that
minimized the RMSE between the corrected up and down-
casts, and these closely agreed with response times
predicted by the Bittig two-layer model. This method has
been used to correct for thermal lag errors on gliders (Garau
et al. 2011). While gliders are more hydrodynamic and pro-
file at an angle, floats, on the other hand, are not, making
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Fig. 10. Median profiles (solid line) with 25th/75th quantiles (shaded) for two profiling floats (a—-d) WMO 6900889 from Bittig and Kortzinger (2017)
and (e-h) f7944 from Gordon et al. (2020): (a, e) temperature (°C) in red and profiling velocity (cm s™") in black, (b, f) the reference dissolved oxygen
concentration, [02].;. (umol kg™"), (¢, g) response times, 7, using this study’s empirical formula (Park [blue]) and the Bittig two-layer model response
time (SBE63 [black] and Bittig [orange]), (d, g) difference between [O2].;. and the Aanderaa 4330, [O2],p., With (corr.) and without the response time
correction (obs. [black]). Vertical gray shading denotes + 2 umolkg ™", which is approximately the accuracy of the Aanderaa 4330 optode.

the downcasts far more noisy and turbulent than the
upcasts (Gordon et al. 2020). As the float body disrupts
the flow first, based on the float geometry argument, this
can result in an apparent slower response to environmental
changes and likely an overall overestimation of the
response time, like has been observed on gliders (Moat
et al. 2016)

Ultimately, based on the data available, it is impossible to
make a conclusive statement as to what accounts for these dif-
ferences. While many floats now are built with in-air measure-
ment capabilities, the optode position is not necessarily
uniform in its location, but is consistently downstream from
the initial flow disturbance (Bittig et al. 2015b). Perhaps
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aligning the optode with the antenna to minimize flow distur-
bance would lead to better agreement between lab and field
response times for the same optode at the same temperature
and flow speed. However, additional field studies, and perhaps
computational fluid dynamic simulations, are needed to
improve our understanding of this phenomenon and recom-
mend best practices as to how to consistently address it mov-
ing forward.

Temperature response at constant pO,

One of the goals of this study was to determine how
optodes respond to a change in temperature while keeping the
partial pressure of oxygen constant (pO,), as it is in
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equilibrium with the atmosphere. A perfect sensor under these
conditions should show no change in pO, and a step change
in oxygen concentration, as a result of the step change in tem-
perature and the change in oxygen solubility as demonstrated
in Fig. 11. This is because diffusion of oxygen is driven by a
gradient in pO,, and, if there is no gradient, the sensor should
have no response in oxygen saturation. However, a perfect
sensor response was most closely observed with the
RBR|SLOW, but not the AA4330 and AA4330|WTW (see
Fig. 11 and Supporting Information Fig. S8).

Figure 11 shows that for the AA4330 (and also the
AA4330|WTW), an initial step in temperature followed by a
slow adjustment to ambient temperature was recorded by the
thermistor. This behavior resulted in an initial spike in both
oxygen saturation and concentration, followed by a slow
(~ 25 s) adjustment to the flume environment. The RBR|SLOW
showed a similar but less dramatic result (see Supporting Infor-
mation Fig. S8). While the observed spikes in phase across all
optodes in the initial ~ 10s could be due to measurement
phase changes (water to air and air to water), these effects
should be minimal as pO, should be constant in the bath, air,
and flume, as they were all in equilibrium with the atmosphere.
As a result, this interesting sensor behavior is due to the temper-
ature effects.

There are several aspects of the sensor response that con-
tribute to the observed behavior, the first being the thermistor
response time. The thermistor response was clearly not a first-
order exponential, so the thermistor response was assessed
using te3, top, and tos (see Fig. 11; Supporting Information
Figs. S8 and S9). For both the Aanderaa and RBR optodes, the
te3 was short (~ 1 s) and in agreement with the manufacturer

Response time of oxygen optodes

reported response times, < 2 s and < 1 s, respectively. However,
for both Aanderaa optode types, the to and fy5 for these sen-
sors’ thermistors were close to the optode response times and
showed a flow speed-dependent response (see Supporting
Information Fig. S9). The RBR thermistor was notably faster
than the Aanderaa thermistors and showed minimal flow-
speed dependent response. As the manufacturers report differ-
ences in response time, this is likely due to differences in
thermistors.

Thermal inertia errors are those that result from differences
in temperature and the variable of interest, like oxygen,
response times. They have been studied and quantified for
CTDs, and these studies have found that the storage of heat in
the sensor walls to warm/cool the sensing area dominates
these errors (Dever et al. 2022; Lueck 1990; Lueck and
Picklo 1990). Ultimately, when an optode’s thermistor is used
to calculate oxygen saturation and concentration from phase
measurements, the assumption is that the thermistor tempera-
ture is representative of the optode’s foil and, therefore, mea-
surement temperature. However, if the temperature of the foil
is solved for such that it matches an ideal foil response
(i.e., instantaneous change in oxygen saturation and concen-
tration to the flume values), as is done in Fig. 11, it becomes
apparent that this assumption might not be valid and that the
foil has a slower temperature response than the thermistor (see
Supporting Information Figs. S8 and S9).

These effects are most notable in both the AA4330 and
AA4330|WTW, and not the RBR|SLOW. Any temperature
effects from the RBR|SLOW are minimal, as the sensor has
nearly ideal step response, and these effects could easily be
removed through simple smoothing or spike removal. When

AA4330|WTW
5 - ©)
G —— Raw optode ~ 34
g ~——— Ideal thermistor \gg/
g — == Ideal foil (sat.) = 33 4
g """ Ideal foil (conc)
S
50 0 50
Time (s) Time (s)
2
2 350 -
=
% 300 =
&)
! . S 250 A . I
0 50 0 50
Time (s) Time (s)

Fig. 11. Response of an Aanderaa 4330 W (AA4330|WTW) optode to a step change in temperature at ~ 11 cm s~ in: (a) temperature, (b) phase, (c)
oxygen saturation (O Sat.), and (d) oxygen concentration. Black indicates the observed response. Solid colored line indicates the response using an ideal
step change in temperature. Dashed and dotted colored lines indicate the response assuming an ideal foil response in oxygen saturation and concentra-

tion, respectively.
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comparing the estimated toy and tos of the AA4330 and
AA4330|WTW foils from Supporting Information Fig. S9, the
values are comparable, suggesting that this response depends
on sensor geometry and not foil type, as the difference
between these two optodes is only the foil. These results are
sensible because the Aanderaa has a lower surface area to vol-
ume ratio of the sensor body, which reduces heat transfer, and
a larger area of exposed foil than the RBR.

These results show that the Aanderaa optodes can show sig-
nificant thermal inertia errors, while the RBR|SLOW optodes
do not. While this study does not provide a solution on how
to address these errors, it felt important to highlight these
findings for future studies.

PSt3 foil variability

According to the manufacturers, RBRISLOW and AA4330
supposedly use the same PSt3 foils. However, as Fig. 6e shows,
the RBR|SLOW has nearly twice as fast a response compared to
the AA4330, which could partially be explained by the sensor
geometry. Furthermore, the AA4330 showed a nearly
ideal first-order exponential response in Table 3, while the
RBR|SLOW showed potential for a slower secondary response.

6 cm/s

0 25 50 75 100

Response time of oxygen optodes

To assess whether this was due to differences in foils, sensor
geometry, or something else, the foils from one RBR|SLOW
and AA4330 were swapped and the response time was assessed
over a range of flow speeds at 8°C. For this analysis, the
response times calculated from phase were used to avoid any
impacts from the calibration coefficients and temperature-
dependent effects.

Figure 12 shows that the AA4330 PSt3 foil had a similar
response time in both the AA4330 and RBR|SLOW optode,
suggesting that the differences in response time between the
two optodes are due to differences in foils. However, the
RBR|SLOW PSt3 foil in the AA4330 resulted in response times
approximately twice as slow as the same foil in the RBR|SLOW
optode. If these differences were solely due to differences in
the foils, the expected outcome would be that the RBR|[SLOW
foil would have the same response time in both optode types,
but it is clear there are other factors at play that are affecting
the response time.

The results of this experiment do not allow for a conclusive
assessment, only speculations that future studies could
explore. The RBR|SLOW PSt3 foil emerges as more sensitive to
the sensor geometry or mechanics causing faster response
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Fig. 12. Normalized response for the Aanderaa PSt3 foil in the Aanderaa 4330 (AA4330) optode (blue solid line, blue circle), the Aanderaa PSt3 foil in
the RBRcoda T.ODO|slow (RBR|SLOW) optode (blue dashed line), the RBR|SLOW PSt3 foil in the AA4330 optode (red dashed line), and the RBR|SLOW
PSt3 foil in the RBR|SLOW optode (red solid line) at (a) 6 cm s ' and (b) 26 cm s~ . (c) The response time, z, over a range of flow speeds (cm s~ ") where

the solid lines are circles and the dashed lines are stars.
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time. Sensor geometry affects the flow, and ultimately the
boundary layer formation, which could perhaps be
explained by differences in optode size. The AA4330 diame-
ter is 36 mm, while the RBR|SLOW is 28 mm in diameter.
The exposed foil surface area is larger on the AA4330 com-
pared to the RBR|SLOW. While this exposed foil area should
not directly affect the response time, it perhaps indicates
that the AA4330 samples a larger area of foil, resulting in a
longer response time.

Ultimately, it is clear that the response time of RBR|SLOW
PSt3 foil is dominated by the “rate-limiting” step, which
appears to be an inherent property of the foil and could be
taken advantage of with the RBR|SLOW sensor geometry. On
the other hand, AA4330 foil appears to be less responsive to
the sensor geometry, and when paired with RBR|[SLOW optode
has even slightly slower response time (Fig. 12¢). As this is just
one experiment, additional, more comprehensive research is
needed to better determine the controls of the response time
of these foils. However, it is clear that the foils used by
RBR|SLOW and AA4330 are not identical, despite the manu-
facturer’s claim.

Discussion

This study characterizes the response time of four different
oxygen optodes; notably characterizing these values for most
of these sensors the first time. Here it is demonstrated that the
flume setup is an effective environment for testing
the response time for a suite of optodes over a range of profil-
ing flow speeds (5-25cm s ') at two distinct temperatures
(8°C and 16°C), as there was good agreement between repli-
cates (demonstrated in Fig. 4 and Table 2). These methods pro-
vide an effective and consistent way to batch characterize
sensor response time. Results from this study support the
assumption that optodes have a first-order exponential
response with one time constant (Table 3), as was proposed by
(Bittig et al. 2014). Furthermore, this study highlights the
importance of characterizing both the flow speed and temper-
ature dependence of oxygen optode response times for profil-
ing applications, because experimental response times (Fig. 6)
can be much slower than manufacturer reported ones
(Table 1), which can increase sources of measurement uncer-
tainty in the field. This was most notable for the Aanderaa
4330 and 4330W, as the RBRcoda T.ODO|slow and the
PyroScience PICO-O2-SUB best agreed with the manufacturer
reported response times.

In contrast to previous studies, which use a two-layer diffu-
sion model to determine response time as a function of
boundary layer thickness and temperature (Bittig et al. 2014;
Bittig and Kortzinger 2017), this study leverages boundary
layer theory and proposes that the response time of an optode
scales with a Reynolds-number-like value (Eq. 5). This pro-
vided a consistent way to scale response times across optode
types. This empirical formula is novel because it allows for the
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response time to be determined for a suite of optodes without
having to define a velocity-boundary layer relationship for
each optode type and application, if the local velocity is
known. Furthermore, it revealed that the temperature depen-
dence of viscosity explains the temperature dependence of the
response times for all optode types (Figs. 5, 6), meaning that
the boundary layer thickness, which scales with viscosity, con-
trols the temperature dependence of the response time instead
of rates of diffusion.

This study was consistent with previous studies, as response
times determined in the lab at the same flow speed and tem-
perature were much faster than those observed and used in
the field to correct BGC-Argo oxygen profiles (Figs. 5, 10)
(Bittig et al. 2014; Bittig and Kortzinger 2017; Gordon
et al. 2020). As a result, this formula underperformed in com-
parison to the existing two-layer model for the AA4330 used
to response time correct profiles on this platform (Fig. 10 and
Table 4). The question still remains: What accounts for these
discrepancies between lab and field response times for the
same sensor at the same flow speed and temperature? This
study hypothesizes that these differences are due to factors
such as the impacts of float geometry on downstream flow
and accelerating/decelerating flow on the boundary layer that
decrease or effectively decrease the flow speed at the optode
sensing foil relative to the profiling velocity of the float. How-
ever, additional field trials and perhaps computation fluid
dynamics simulations are needed to better understand these
processes and to recommend methods for translating labora-
tory results to the field in a consistent manner.

So, what are the implications of properly (or improperly)
applying these response time corrections? To answer that,
these response time errors need to be contextualized within
the broader sources of uncertainty related to oxygen optode
performance, specifically for the AA4330, on BGC-Argo floats
to determine when these corrections are important. Aanderaa
reports that these optodes have an accuracy of < 2 yM, but in
practice these values depend on calibration methods, such as
multi-point calibrations, which have an accuracy of ~ 1%
(Aanderaa Data Instruments AS n.d.). However, optodes are
known to exhibit irreversible storage drift, where the accuracy
of the optode decreases from the most recent calibration while
it is stored prior to deployment, resulting in errors that can be
on the order of -10% (Bittig et al. 2018; Bittig and
Kortzinger 2015; Johnson et al. 2015; Takeshita et al. 2013).
While these optodes are stable with time once deployed, they
can still exhibit a drift of ~ 1% per year (Miller et al. 2024).
Thankfully, on BGC-Argo floats, the storage and time drift can
be corrected using in-air calibrations, which can correct the
accuracy of these optodes back to 1% (Bittig and
Kortzinger 2015). Additional sources of uncertainty are a
reversible, pressure-dependent drift, with a magnitude of
0.85-3.3% per 1000 m, which is relevant for floats when they
are idle at 1000 m for 10d (Bittig et al. 2015a; Miller
et al. 2024). To summarize, the estimated practical uncertainty
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of AA4330 optodes on BGC-Argo floats ranges from ~ 1% to
6%, depending on measurement depth. In a review of BGC-
Argo float performance in the Southern Ocean and Mediterra-
nean, the practical accuracy, when compared to ship-based
oxygen measurements, was ~ 1-3% (Johnson et al. 2017;
Mignot et al. 2019).

The errors resulting from not response-time correcting oxy-
gen profiles, as exemplified in Figs. 1 and 10, are comparable
to those of the sensor, if the error, for simplicity, is assumed
to be a constant 2 ymol kg~!. However, in regions with a
strong oxycline, response time errors can be much larger
(>20 umol kg™') than these practical sensor uncertainties. This
has notable impacts on net community production estimates
(Plant et al. 2016), deoxygenation studies on isopycnals
(Cervania and Hamme 2024), and assessment of optode accu-
racy on the BGC-Argo array (Johnson et al. 2017), clearly
highlighting that there are regions where these response time
errors are not insignificant. While accounting for response
time errors may not be necessary in all regions of the ocean
for all studies, it is still important to account for these errors
in relevant regions and parts of the water column to help
improve the overall performance of the BGC-Argo array. As
the target accuracy and precision of the array are 1 and
0.5 ymol kg~*, respectively, anything that can inch BGC-Argo
closer to these metrics is a good step forward (Gruber
et al. 2010). It is important to resolve dynamic errors in Argo
data, as well as to work on resolving other issues.

This study also explored the impacts of other factors that
affect a sensor’s response time and performance, such as test-
ing setup, thermal inertia effects, and foil variability. Bench-
top lab experiments, using a pumped flow-through setup,
highlighted the importance of considering the impacts of test-
ing setup for practical applications. While this setup allowed
for the response time of an Aanderaa 4831 optode, or more
specifically the PSt3 foil used in both the Aanderaa 4330
and 4831, to be determined over a range of volumetric flow
rates, the results were not practical for field applications as
the setup had more complex fluid dynamics than initially
thought. In the experiments changing only the temperature
while keeping oxygen saturation constant, it became appar-
ent that the assumption that the thermistor temperature is
indicative of the foil temperature is not valid for the
AA4330 and AA4330/WTW, but it holds for the RBR|SLOW
(Fig. 11). Additionally, while it was believed that the
AA4330 and RBR|SLOW both use the same PreSens PSt3
foils, an experiment where the foils were swapped between
these two assets revealed that this is not the case (Fig. 12).
Variability between different batches of foils was recently
observed in the form of varying pressure coefficients of
AA4330 optodes (Miller et al. 2024). While the PSt3 foils
examined in this study appear to be, in fact, different, our
experiments revealed that differences in the foils, sensor
geometry, and other factors may result in different response
times between the optodes.
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Comments and recommendations

Based on the results from this study, the following com-
ments and recommendations are made for quantifying the
response time of optodes and correcting measured time series:

e A great deal of care should be taken in applying the results
of the laboratory studies in the field. A larger field dataset
for all optode types is needed to validate the translation of
response times determined in the laboratory to field
response times.

e Profiling floats need to have timestamps to implement this
correction, which will allow better assessment of correc-
tions, assuming the float velocity is the local velocity
around the optode.

e When characterizing the response of oxygen optodes, the
entire sensor should be considered, including the foil,
thermistor, sensor geometry, material, and size of the
Sensor.

e More work investigating consistency between batches of
sensors and foils from the same manufacturer, and between
the manufacturers is needed, and the additional quality
control steps at the manufacturers’ level to ensure consis-
tency may be recommended.
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